Abstract. There has been much debate as to how objects can be recognized across viewpoint changes. Here we ask whether viewpoint changes affect performance when participants make judgements about human actions depicted as point-light stimuli. Previous research has suggested that bodies may be “special” objects and may thus be immune to such viewpoint costs. We used a concurrent matching task in which three dynamic point-light figures performed familiar actions taken from a standard biological motion database. On each trial the action performed by the central “target” figure was also performed by one of the two flanking figures. The task was to make a speeded left/right response to indicate which flanker was copying the target. Separate, random depth orientations were assigned to the two flanking figures and the target could either have the same orientation or appear with an offset of 45° or 90° relative to the matching flanker. The starting animation frame was randomly chosen for each of the three figures. We found that viewpoint differences between the target and matching flanker affected both speed and accuracy. This indicates that the recognition of human bodies depicted as biological motion stimuli is viewpoint-dependent, as with many other types of object. We also suggest that concurrent matching is a flexible tool for exploring biological motion as decisions can be made on a variety of actions without the need for explicit action-naming or training.
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1 Introduction

Helping us perceive and understand the actions of other people is a primary function of the human visual system. Vision allows us to adaptively interact with others in our own social environment and to comprehend the meaning, goals and intentions behind behaviours we see from afar (Johnson & Shiffrar, 2012; Knoblich, Thornton, Grosjean & Shiffrar, 2006). The importance of action understanding is reflected in the wide range of brain areas and brain networks that become activated whenever we watch other people behave (Downing & Peelen, 2011; Giese & Poggio, 2003; Grossman & Blake, 2002; Peuskens, Vannie, Verfaillie & Orban, 2005; Rizzolatti, Fogassi & Gallese, 2001; Saygin, 2007; Thompson & Parasuraman, 2012). One particular research area has emphasised how movement of our bodies, rather than their form (e.g., size or shape), is important for action understanding. This field of “biological motion” research dates back to the classic work of Gunnar Johansson, who first demonstrated the way in which dynamic point-light figures could be used in an experimental setting (Johansson, 1973, 1976; Marey, 1895, see Fig. 1). Point-light stimuli – where movement is conveyed by the relative motions of a small number of bright markers located on the head and the principal joints (i.e., shoulders, elbows, wrists, hips, knees, ankles) – remains the most popular technique for isolating the dynamic aspects of action and is the method we also use in the current work (Blake & Shiffrar, 2007; for a review of the point-light technique, see Thornton, 2006). What is most salient about these stimuli is the fact that when they are viewed as static images, they appear to the na¨ıve observer only as a collection of random dots. However, when set in motion the underlying human behaviour is immediately revealed.

Johansson’s original stimuli were created by filming actors in low-lighting conditions while they were wearing light sources attached to their joints. Later techniques included computer simulations (Cutting, 1978),
identifying joints within each frame of a video sequence (Ahlström, Blake & Ahlström, 1997) and now most commonly purpose-built motion capture systems (Dekeyser, Verfaillie & Vanrie, 2002; Giese & Poggio, 2003; Ilg, Bakir, Mezger & Giese, 2004; Manera, Schouten, Betchichio, Bara & Verfaillie, 2010; Troje, 2002; Vanrie & Verfaillie, 2004). This latter technique – made popular by movies such as The Lord of the Rings and Beowulf – has a number of advantages, but in particular records the position of each point as a 3D coordinate. This means that actions can be replayed from any viewpoint, a feature we exploit in the current work, as described shortly.

Regardless of how the stimuli are created, point-light figures share the characteristic of rapidly conveying a range of information about the underlying action. Not only can naive participants quickly report that the figure represents a human actor, they can usually identify the action (Dittrich, 1993; Hemeren, 2008), and also extract a range of other characteristics, such as the gender (Kozlowski & Cutting, 1977; Pollick, Kay, Heim & Stringer, 2005) and emotional state (Atkinson, Dittrich, Gemmell & Young, 2004; Dittrich, Troschianko, Lea & Morgan, 1996; Pollick, Paterson, Bruderlin & Sanford, 2001) of the actor. The ability to perceive biological motion with point-light figures appears to be robust against a number of manipulations, such as masking with additional “noise” dots (Bertenthal & Pinto, 1994; Cutting, Moore & Morrison, 1988), spatial and temporal degradation (Beintema & Lappe, 2002; Thornton, Pinto & Shiffrar, 1998; Thurman & Grossman, 2008) and large changes in apparent distance (Thornton, Wooton & Pedmanson, 2014). The rapid and robust processing of point-light stimuli has led to suggestions that both passive, bottom-up mechanisms (Bosbach, Prinz & Kerzel, 2004; Johansson, 1973, 1976; Mather, Radford & West, 1992; Thornton & Vuong, 2004) and active, top-down mechanisms (Bertenthal & Pinto, 1994; Chandrasekaran, Turner, Bültthoff & Thornton, 2010; Thompson & Parasuraman, 2012; Thornton, Rensink & Shiffrar, 2002) are brought to bear by the visual system in order to solve the problem of action understanding.

In the current paper, there were two main objectives. First, we wanted to further develop a novel matching task for biological motion that we had previously introduced as a new method to study the perception of action at extreme distances (Thornton et al., 2014). On each trial of this task, three point-light figures are presented, one central target and two flanking figures. The two flanking figures always perform different actions, and the target figure copies one of these actions (see Fig. 1). The participant’s task is simply to report whether the left or right flanker matches the target. The task is flexible because the nature of actions displayed (e.g., novel or familiar) and the characteristics of the figures (e.g., relative size, step-cycle, intact or scrambled) can all be manipulated independently without affecting the basic response demands. Participants always simply have to match the left or right flanker.

Here, we show how the task can be easily adapted to answer other biological motion research questions. Specifically, our second objective was to explore the effect that viewpoint has on the recognition speed and accuracy of a range of human actions. In the current study, we focus on viewpoint change involving a rotation in depth around the vertical axis. To take walking as an example, rotations in depth would vary whether the figure appears to be moving to the left, right or towards an observer. Within the context of our matching task, in the current study we systematically varied the viewpoint difference between the target and flanking figures.

There have been many previous studies of biological motion that have examined picture plane rotation – turning the figures upside down (e.g., Bertenthal & Pinto, 1994; Hemeren, 2008; Pavlova & Sokolov, 2000, 2003; Sumi, 1984; Troje, 2003). Indeed, perceptual difficulty in processing such “inverted” point-light stimuli – as well as similar manipulations using other forms of body representations (Reed, Stone, Bozova & Tanaka, 2003; Slaughter, Stone & Reed, 2004) – is often cited as one of the main lines of evidence that the human body is “special”, similar to claims for holistic processing of faces (Diamond & Carey, 1986; Rhodes, Brake, Taylor & Tan, 1989; Richler, Mack, Gauthier & Palmeri, 2009; Rossion, 2008; Van Belle, De Graef, Verfaillie, Busigny & Rossion, 2010; Yin, 1969; Young, Hellawell & Hay, 1987). Although some caution has been urged in us-

Figure 1: Concurrent Matching Task. A) Three example actions. B) Point-light depictions of the same actions, as shown in the current experiment. On each trial, the task was to decide if the left or right flanking figure performed the same action as the central target, irrespective of difference in depth orientation and action cycle.
ing picture plane rotation as a “gold standard” for global processing of biological motion (Pinto & Shiffrar, 2009; Troje & Westhoff, 2006), it remains by far the most common form of viewpoint manipulation. As we note shortly, far fewer studies have examined viewpoint changes in depth, and here we try to link this manipulation more directly to the object recognition literature. Specifically we explore the nature of object constancy in the context of human point-light actions other than walking.

Object constancy refers to the ability to recognise an object despite spatial transformations (i.e., changes in orientation, position in the space, size) that give rise to large variations in the image that is projected onto the retina (Graf, 2006; Lawson, 1999). Such variations naturally occur in our everyday experience as we move around the world or objects move relative to us. It is clear that we are able to solve this problem of object constancy as object identity is not usually lost during everyday dynamic interactions. However, there has been considerable debate within the object recognition literature as to how such constancy is achieved.

One class of theories has suggested that recognition is achieved by matching current visual experience to 3D, object-centred representations that are inherently viewpoint independent (Biederman, 1987; Marr & Nishihara, 1978). In contrast, another class of theories suggests that our object knowledge consists of stored templates related to previous experience with specific 2D views (Bülthoff & Edelman, 1992; Tarr & Bülthoff, 1995). In order to recognise an object from a specific viewpoint, some sort of internal transformation process is required in order to align the current viewpoint with previously stored viewpoint dependent representations. Empirically, the crucial difference between these two theoretical approaches is that viewpoint dependent theories predict there will be a perceptual/behavioural cost when tasks involve viewpoint changes, while viewpoint independent theories do not.

There has been relatively little previous research directly addressing the question of object constancy in relation to biological motion processing. Several studies have examined viewpoint dependency in specific relation to walking. Karl Verfaillie for example, used a sequential priming paradigm and found reliable RT advantages in both object (human or non-human decision: Verfaillie, 1993) and action (left or right facing decision: Verfaillie, 2000) related tasks. Stimuli were always profile views of walking figures and speed of response was found to be faster when the primed and target view were facing in the same direction. Mark Bradshaw and colleagues used a detection task with normal and spatially scrambled walkers embedded in noise masks (Bradshaw, Leach, Hubbard, van der Willigen & Rushton, 1999). They found detection thresholds were reliably lower when the walker was facing the observer than when oriented at 30°, 60° or 90° away from the line of sight. Troje, Westhoff and Lavrov (2005) used a person identification task with walking patterns and found that performance consistently dropped when different study and test views were used. Interestingly, the same group found some evidence for viewpoint independent processing of walking patterns when they used a more basic person identification task but included the condition where one of the target figures belonged to the observer (Jokisch, Daum & Troje, 2006). They found that the recognition of one’s own walking patterns was viewpoint independent, whereas the recognition of all other walking patterns was more accurate from a frontal and half-profile view than a profile view, consistent with findings of Bradshaw et al. (1999).

Moving beyond point-light walkers, Daems and Verfaillie (1999) used photographic depictions of possible and impossible actions in a priming task. They only found facilitation when prime and target stimuli were physically plausible and had the same in-depth orientation, consistent with the idea of viewpoint dependent action recognition. Two more recent studies, however, have produced somewhat conflicting results with respect to the question of viewpoint dependency. de la Rosa, Mieskes, Bülthoff and Curio (2013) examined the ability to recognise dyadic interactions (e.g., handshake, hug) using stick-figure stimuli. They found both reaction time and accuracy costs such that each type of interaction had a preferential viewpoint. In contrast Platonov and Orban (2016) used video sequences of observed manipulative actions (e.g., rolling or rotating an object) and found no viewpoint costs. They specifically suggest that action observation may differ from object recognition in being “for the most part viewpoint-independent” (p. 10).

From the above brief review, it is clear that there is still fairly limited – and somewhat conflicting – evidence concerning the question of viewpoint dependency and action recognition in general (as opposed to walking specifically). In the current paper we restrict ourselves to full-body, point-light stimuli and ask the question of whether there are viewpoint costs – the signature of viewpoint dependent representations – when matching biological patterns other than walking.

2 Method

2.1 Participants

Sixteen observers from the University of Malta took part in the current experiment. All participants had normal or corrected to normal vision and none reported any history of motor impairments. Prior to data collection, all participants gave written informed consent, although,
the precise research question was only explained during debriefing. They were paid €5 for taking part in the single experimental session which lasted approximately 15 minutes. All aspects of current study were reviewed and approved by the Research Ethics Committee of the Faculty of Media and Knowledge Sciences, University of Malta.

2.2 Equipment

Stimuli were displayed and data collected on a Macintosh Mini Computer connected to Fujitsu B24T-7 LCD display. The display had a visible area of 54 × 30 cm, a resolution of 1280 × 1024 pixels and a refresh rate of 75 Hz. Custom written code was developed in Matlab, using the Psychophysics Toolbox extensions (Brainard, 1997; Kleiner et al., 2007; Pelli, 1997). The viewing distance was approximately 90 cm.

2.3 Stimuli

In the current study we used the stimulus display shown in Fig. 1B. On each trial there were always three dynamic point-light figures. The two flanking figures always performed two different actions. The central target copied the action of one of the two flankers. Each figure was composed of 13 white dots drawn on a uniform black background. Note that for illustration purposes, the contrast of figure dots and background have been reversed in Fig. 1B. The 13 dots represent head, shoulders, elbows, wrists, hips, knees and ankles. All dots were always visible, even when they would have ordinarily been occluded by other parts of the body. Each dot subtended approximately 0.22° visual angle. The figures were orthographically projected and aligned so that their centres were at the vertical midline of the screen. Each figure was the same size and subtended approximately 5° visual angle in height. The target figure was positioned at the very centre of the display area and the flankers were offset approximately 8° to the left and right of the target.

Each figure performed a familiar, periodic human action. The 11 actions performed by the figures were chosen from those within the database created by Vanrie and Verfaillie (2004). Specifically, the actions used were: chop, jump, mow, paint, pump, saw, shoot, spade, sweep, tap and wave. Note that walking was specifically not chosen for the current study as previous work had already explored this action in detail. We used all other actions from the database that were periodic and had a basic upright posture. The actions were randomly selected from this set on a trial-by-trial basis. The starting frame of each figure was always determined randomly. The “yaw” rotation around the y-axis (360° orientation range) of the two flanking figures was independently randomised. The orientation of the target was constrained to be offset 0°, 45° or 90° with respect to the orientation of the matching flanker. Trial order was determined randomly for each participant. Animations were displayed at 30 frames/s, and all of the three actions continued to play until a response was made.

2.4 Task

The task was the same as that used by Thornton et al. (2014). On each trial the participant had to decide which of the two flanking figures was performing the same action as the central target figure. Responses were indicated by pressing designated keys on a standard USB keyboard. They used the right hand to press the “i” key if the right flanker matched the target and the “s” key with the left hand if the left flanker matched the central target.

2.5 Design

Participants worked through two experimental blocks consisting of 90 trials in each block. The first block was preceded by approximately 20 familiarization trials. Each block was composed of 15 repetitions × 2 matching flanker positions (flanker matching on the right or on the left of the target) × 3 orientations offsets (0°, 45° or 90°). The 11 actions were not parametrically varied within the design. Rather, on each trial, two actions were selected at random. Trial order was determined separately for each block and participant.

2.6 Procedure

The experiment took place in a silent and dimly lit room. Participants were familiarised with the task and method of responding. They were instructed to respond as quickly and accurately as possible. Trials were separated by an inter-trial interval of 0.5 seconds. Errors were indicated by a visible “Error” message on the screen and a short additional pause of 0.5 seconds. The opportunity to rest was given to participants after the first experimental block. The entire experiment lasted about 15 minutes.

2.7 Data Analysis

Response time and error rates were analysed separately using the same One-Way repeated measures ANOVA. The independent variable, Viewpoint, had three levels (0°, 45° and 90°) reflecting the angular difference between target and flanker. We used planned linear contrasts to explore whether performance degraded in a systematic manner with increasing viewpoint differences. When data violated the assumption of sphericity, as assessed with Mauchly’s test, we applied the Greenhouse-Geisser correction to the degrees of freedom.

3 Results

The left axis of Fig. 2 shows the pattern of median reaction times for correct responses. There are two points to note. First, overall responses times are relatively slow in
this task. The time needed to compare at least two actions that evolve over time means that participants are not able to make the rapid reactions typical of simple detection or direction discrimination tasks. Second, there is a very clear pattern of increasing reaction time as a function of the variation in viewpoint. Specifically, the time needed to recognize two identical actions increases in proportion to the angular rotation difference between target and flanker. Participants were fastest when target and flanker had the same viewpoint (0°) and increased in the 45° and 90° conditions.
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**Figure 2:** The left axis (line) shows median reaction time data as a function of the viewpoint difference between target and flanker in a concurrent matching task. The right axis (bar) shows percentage error rates as a function of viewpoint difference. Error bars indicate one standard error of the between-participant means.

Consistent with these patterns there was a clear main effect of Viewpoint, $F_{(2,30)} = 10.5$, MSE = 69345, $p < 0.001$, $\eta^2_p = 0.41$. Within subjects contrasts indicated that a linear model was the best fitting prediction of the overall pattern seen in the reaction time data, $F_{(1,15)} = 14.6$, MSE = 97425, $p < 0.01$, $\eta^2_p = 0.49$.

The right axis of Fig. 2 shows the pattern of error data. Again, there are two points to note. First, the overall level of performance was very good, with error rates remaining below 15% in all conditions. This indicates that, as with other familiar objects, participants are able to generalise quite well across viewpoints changes. Second, despite this general level of performance, there were clear costs associated with viewpoint change that mirror those seen with response times. Participants were most accurate when making judgements about actions shown from the same orientation (0°), while performance dropped in the other two conditions (45° and 90°).

There was again a main effect of Viewpoint, $F_{(1,4,20.8)} = 15.18$, MSE = 0.003, $p < 0.001$, $\eta^2_p = 0.5$. As with the RT data, within subjects contrasts indicated that a linear increase in error rates was the best fitting model for the overall pattern of data, $F_{(1,15)} = 23.1$, MSE = 0.002, $p < 0.001$, $\eta^2_p = 0.61$.

4 Discussion

In this paper, we examined the perception of point-light actions across viewpoint change using a concurrent matching task. Consistent with previous studies that had used only point-light walkers (Bradshaw et al., 1999; Jokisch et al., 2006; Troje et al., 2005; Verfaillie, 1993, 2000), we found that for a range of actions both reaction time and accuracy performance grew consistently worse as the angular difference between target and matching flanker increased. While the magnitude of these viewpoint costs were relatively small – consistent with the general notion of object constancy for human actions – their presence supports the notion that the representations underlying action understanding – as with both static (e.g., Bülthoff & Edelman, 1992; Lawson, 1999; Tarr & Bülthoff, 1995) and dynamic (e.g., Chuang, Vuong & Bülthoff, 2012; Friedman, Vuong & Spetch, 2010; Vuong, Friedman & Plante, 2009) object recognition – are viewpoint dependent.

The present study also demonstrates how the simple concurrent matching task we had previously developed (Thornton et al., 2014) could be used as a tool for exploring other biological motion questions and, more generally, help shed light on action understanding. As mentioned in the Introduction, we believe this task has advantages over other methods used to examine biological motion – such as direction discrimination and action naming – in that the action content can be changed quite dramatically without the need for familiarization and/or training, as the basic response demands always stay the same.

In general terms, the current task would be classified as an ABX design (Kingdom & Prins, 2016; Macmillan & Creelman, 1991), where A & B are samples, and X is the to-be-matched target. This is a standard psychophysical task, originally introduced for comparing auditory samples (Munson & Gardner, 1950), but one that can be applied to any sensory dimension. Presenting two sample stimuli concurrently, with random key assignments on a trial-by-trial basis reduces the likelihood that systematic response bias will affect the outcome, for example, a tendency to always respond “same” in a Same/Different design. Typically, ABX designs have sequential presentation of each item, but concurrent presentation also has the advantage of reducing memory load and the tendency to prefer the first or second presented sample.

Within the context of biological motion research, we have already used the task to explore distance perception (Thornton et al., 2014). In addition to exploring viewpoint costs, as we do in the current pa-
per, the task could also be used whenever an explicit discrimination is required. For example, it could be used to assess how well people are able to distinguish male and female actors, the speed with which actions are being performed, whether actions are synchronised/desynchronised or even which of the two flanking actions is being performed by the same actor as the target. While many of these questions have been addressed with other methods, we stress again the advantages of the basic ABX design mentioned above, and also note that because the same left/right decision is used regardless of the underlying decision, performance across different types of discrimination could also be compared.

Of course, the task may not be appropriate for exploring some issues, for example, in studies that test the ability to process biological motion incidentally (Bosbach et al., 2004; Thornton & Vuong, 2004; Veto, Einhäuser & Troje, 2017, 2013).

Three further points are worth noting about the observed viewpoint costs in the context of current matching. First, as all stimuli were always visible, it suggests that the viewpoint dependent processing we observe with this task relates to immediate perceptual or very short-term/working memory representations. It has long been known that perceptual transformations – such as mental rotation (Shepard & Metzler, 1971) – do occur when participants have to make judgements about concurrently visible stimuli. It is our suggestion that such transformations underlie the current performance deficits. As mentioned in the Introduction, the need to make such transformations is the hallmark of viewpoint dependent processing.

Second, we did not constrain the absolute orientation of the figures. That is, the orientation of the two flanking figures was independently selected at random on each trial from the full 360° options. The target figure orientation was then constrained to be either 0°, 45° or 90° relative to the matching flanker orientation. While this does not allow us to examine possible preferential viewpoints for processing point-light stimuli (Bradshaw et al., 1999; Jokisch et al., 2006), it does suggest that transformation costs generalise and are unlikely to arise just because of problems perceiving point-light figures from specific angles.

Third, our design, was also random with respect to the action that was selected on a given trial. One of our main goals was to extend previous findings beyond simple walking patterns and our design included 11 actions from the full 360° options. The target figure orientation was then constrained to be either 0°, 45° or 90° relative to the matching flanker orientation. While this does not allow us to examine possible preferential viewpoints for processing point-light stimuli (Bradshaw et al., 1999; Jokisch et al., 2006), it does suggest that transformation costs generalise and are unlikely to arise just because of problems perceiving point-light figures from specific angles.

Figure 3: A) Reaction time costs in milliseconds; B) Percentage error rate costs for both the 45° and 90° trials relative to 0° difference. In both panels data have been collapsed across participants and are shown separately for each of the 11 actions.

To conclude, it seems highly likely that the perception of full-bodied point light actions is achieved via mechanisms that are viewpoint dependent. Previous studies using walking patterns with a variety of tasks have generally come to the same conclusion. Here, we have generalised this finding across a broader range of actions using concurrent matching. This does not necessarily mean that all forms of action understanding rely on viewpoint dependent representations. Indeed, above we have noted exceptions to this rule in previous studies using both point-light (Jokisch et al., 2006) and video (Platonov & Orban, 2016) stimuli. Although the viewpoint dependent and viewpoint invariant views of object recognition are often thought of as being mutually exclusive, a number of authors have pointed out that the visual system is more likely to adopt a flexible approach and use whatever form of representation suits the cur-
rent stimuli and task (Foster & Gilson, 2002; Vanrie, Willem & Wagemans, 2001). Nevertheless, our current reading of the literature, together with the results of this experiment lead us to speculate that viewpoint dependent action understanding is the rule, rather than the exception.
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